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Abstract. A priori identifiability of mathematical models assures that for a given input/output experiment,
the parameter set has one unique solution within a defined space, independent of the experimental
design. Many biologic therapeutics exhibit target-mediated drug disposition (TMDD), and use of the full
compartmental model describing this system is well documented. In practice, estimation of the full
parameter set for TMDD models, given real-world clinical data, is characterized by convergence
difficulties and unstable solutions. Still, the formal assessment of the a priori identifiability of these
systems has yet to be reported. The exact arithmetic rank (EAR) approach was used to test the a priori
identifiability of a TMDD model as well as model approximations. The full TMDD and quasi-
equilibrium/rapid binding (QE/RB), quasi-steady state (QSS), and Michaelis-Menten (MM) approx-
imations were fully identifiable, a priori, regardless of whether observations were taken from a single or
multiple compartments. The results of these identifiability analyses indicated that the difficulty with
TMDD model convergence, a posteriori, lies in the experimental design, not in the mathematical
identifiability in the lack of samples from several compartments. Experiments can be tailored to resolve
these structurally non-identifiable parameters, notwithstanding practical implementation challenges. This
work highlights the importance of identifiability analyses, specifically how they can influence
experimental design and selection of the appropriate model structure to describe a dynamic biological
system.
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INTRODUCTION

A priori global identifiability analysis is the process of
determining if different combinations of parameter values
lead to indistinguishable model output in terms of inherent
model structure (1). A system is a priori globally identifiable
(also known as structurally or mathematically identifiable) if
all parameters have a unique solution within the full domain
of the parameter space, given specific observation points
within the system. A system is locally identifiable if a unique
solution to a parameter is found within some neighborhood of
that parameter (2). In contrast, a posteriori, also known as
practical identifiability, is the quality of a system that
determines whether or not parameters can be estimated

based on informativeness of an experimental design and
resulting data. A priori identifiability is a requirement for a
well-posed mathematical system and a prerequisite for
parameter estimation because if identifiability is not achieved
independent of experimental design conditions, the system
will not be identifiable in practice. Determining which
parameters in the system are not identifiable before running
an experiment may save resources by informing experimental
design. Unfortunately, this practice is underutilized because
of the computational complexity involved in these analyses.

Establishing a priori, identifiability for the highly non-
linear models common in systems biology is especially non-
trivial in cases when there are many more parameters than
observables. A comparison of three approaches for evaluat-
ing identifiability for complex systems (two of these were
focused on a priori) was recently published by Raue and
colleagues (3) and forms the basis for the approaches
considered in this analysis. Of these methods, the exact
arithmetic rank (EAR) approach was the most robust and
most easily implemented. The a priori identifiability of the
widely used target-mediated drug disposition (TMDD) mod-
el, describing the dynamic system of antibodies binding to the
target molecule (4), and approximations to this model has
never been established. Gibiansky and Gibiansky also
formulated extension of this model to include two-target
TMDD (5). The model equations for the TMDD model
represent amounts of free drug, target, the drug-target
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complex, and the transfer rates between these states (Fig. 1),
and the extension includes dual targets and complexes
(Fig. 2). Model approximations include quasi-equilibrium or
rapid binding (QE/RB), quasi-steady state (QSS), and
Michaelis-Menten (MM) (6). While approximations to the
model make it possible for one to mathematically describe
experimental data, the interpretation of these model param-
eter values can be vague or even inaccurate (6). Identifying
system parameters that are not unique, a priori, indicates the
need for re-parameterization or model simplification in
advance of the parameter estimation step. A priori analyses
may also assist in understanding which modifications of the
experimental design are necessary to achieve meaningful
parameter estimates.

METHODS

Of the three different approaches discussed by Raue and
colleagues (3), the exact arithmetic rank (EAR) approach
was chosen to evaluate parameter identifiability for TMDD
models and their approximations. The EAR approach was
developed by Karlsson and colleagues (7) and is designed to
handle larger systems with more generally parameterized
initial conditions. This algorithm constructs a symbolic form
of the Jacobian matrix by way of generating a truncated
power series expansion of partial derivatives of the output
with respect to state variable x(0) (the value of each
compartment at its initial condition) and parameter θ and
performs rank testing, the process of relating higher order
derivatives to lower order derivatives and using the
inverse function theorem, to determine local identifiability.

Single-target TMDD (Fig. 1) and QE/RB, QSS, and MM
approximation models were tested first, followed by a TMDD
model with two targets (Fig. 2). The input of each model was
an intravenous (i.v.) infusion or subcutaneous (s.c.) dose.
Whether or not the output scenario was plausible, all were
included in the analysis for completeness and for use as a
reference. To use EAR, the package BIdentifiabilityAnalysis^
was loaded in Mathematica (v9.0). The differential equation
set and initial conditions were assigned to variable deq. In this
approach, the initial conditions must be supplied by the user,

even if they are unknown and set to zero, as they are required
to construct the Jacobian. The arguments to the Identifiabi-
lityAnalysis function are simply deq, the system outputs, a
vector of variables, the independent variable (t), and the
input variable (u). The vector of variables represents the
parameters in the model but are supplied symbolically and
assigned no values or bounds. If the results of the analysis are
Bfalse,^ the system is unidentifiable and the parameters without
unique solutions can be identified with the call
BNonIdentifiableParameters.^ Example code for a full TMDD
model analysis is included in the Supplementary Materials.

RESULTS

Results for all model structures and output scenarios
are shown in Tables I and II. The full single-target
TMDD model was identifiable with any system output. It
follows that the QE/RB, QSS, and MM are also identifi-
able with any output. Like the single-target TMDD, the 2-
target TMDD model structure was found to be identifi-
able under any output scenario.

DISCUSSION

The EAR application has been used to demonstrate a
priori identifiability of TMDD models and model approx-
imations within scenarios when different outputs are avail-
able. The full TMDD model is a priori identifiable, even
when only information about the drug (free or total) is
available. This was not an obvious finding because a posteriori
parameter estimates are often imprecise at best, and usually
at least one parameter must be fixed in order for the model to
converge. Gibiansky et al. show many examples of this in
their 2009 publication (8). Often, it is the time scale of the
drug measurements being much greater than that of the

Fig. 1. TMDD model schematic. C, R, RC, and At represent the drug
concentration, target, drug-target complex, and peripheral compart-
ments, respectively. Ks indicate time constants

Fig. 2. Extension of the TMDD model to the two-target case. C, R1,
R2, R1C, R2C and At represent the drug concentration, targets 1 and
2, drug-target complexes 1 and 2, and peripheral compartments,
respectively. Kss indicate time constants
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binding process that limits practical identifiability of kon and
koff. The QE or QSS approximations are often used to avoid
overparameterization. Selection between these approxima-
tions involves availability of target dynamics or pharmacody-
namic data (9). Peletier and Gabrielson determined that
specific regions of the drug concentration curve inform
specific model parameters and parameter identifiability
largely depends on the richness of data in each of these
regions (10). These identifiability results confirm that all
parameters in a full TMDD model can be uniquely estimated
using a dataset with ideal sampling and no experimental
noise. The full two-target TMDD system is also structurally
identifiable under the same conditions.

cannot perform rank testing independent of initial conditions,
and this limits the ability to establish unique solutions for
some systems with initial conditions equal to zero. The
differential identifiability of systems (DAISY) approach (11)
was used as a first-pass attempt at establishing global a priori
identifiability. Unfortunately, DAISY can only deal directly
with pure polynomial forms for the differential equations, and
the program did not accept the quadratic solution form for
free drug concentration, C, that is used in the QE and QSS
approximations. This shortcoming of DAISY is well docu-
mented (3, 12). Finally, the profile likelihood (PL) approach
was also considered, but it is a data-based approach and not a
specific analysis of a priori identifiability.

CONCLUSION

In the case of single-target TMDD models and approx-
imations, all parameters are a priori identifiable, as is the full
two-target TMDD model. These findings indicate that
sampling times relative to the widely varying time scale of
binding kinetics vs. distribution and elimination kinetics are
the most likely culprit limiting a posteriori identifiability of
TMDD model parameters. The principle of a priori identifi-
ability is that a unique solution can be found under ideal
sampling times and error-free experimental conditions. While
noise-free systems do not exist, identifiability analyses are an
important first step in model design. If parameters are found
not to be structurally identifiable, they will never be a
posteriori identifiable when experimental noise and design
limitations abound. As shown in Gibiansky and Gibiansky
(13), it is possible to achieve good model fits without
establishing identifiability of model parameters. In this same
work, however, it was noted that resulting parameter
estimates were not always accurate or reliable reflections of
the proposed drug disposition mechanisms. Identifiability
analyses, on the other hand, allow for meaningful interpreta-
tion of parameters under Breal-world^ conditions if model
assumptions hold. Non-identifiability in these types of anal-
yses can indicate the necessity for model simplification and
show when more information is needed within a given
experimental design to achieve a posteriori identifiability of
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contains rational expressions that cannot easily be converted
to polynomial. A limitation of EAR is that the algorithm

Of the available approaches used for establishing
structural identifiability of a system, the EAR algorithm was
relied upon as the more robust of the approaches, specifically
for approximations to the TMDD model when the model



all parameters. Recent advances of computational algorithms
allow for easy and fast determination of structural identifi-
ability of a biological system.
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